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Determination of Chaotic Attractors in the Rat Brain 
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The existence of low-dimensional deterministic structures in experimental time 
series, derived from the occurrences of spikes in electrophysiological recordings 
from rat brains, has been revealed in 7 out of 27 samples. The correlation 
dimension of the chaotic attractors ranged between 0.14 and 3.3 embedded in a 
space of dimension 2-6. A test on surrogate data was also performed. 
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1. I N T R O D U C T I O N  

We invest igate the existence of  chaot ic  a t t r ac to r s  in discrete t ime series 
derived from the epochs  of  ac t ion poten t ia l s  (spike tra#Ts) recorded 
extracel lu lar ly  in the central  nervous  system. 

Several  au thors  have cons idered  the p rob l em of  the existence of  a 
dynamica l  s t ructure  in a t ime series (see refs. 6, 7, and  10 and references 
therein),  t hough  ques t ionable  results have been produced .  In teres t ing 
appl ica t ions  to the nervous  system can be found in refs. 4 and  8. We apply  
a numer ica l  me thod  due to Grassbe rge r  and  Procacc ia  ~vl which al lows one 
to de te rmine  the d imens ion  of  the phase  space and that  of  the a t t rac tor .  
Due to the l imited a m o u n t  of  d a t a  in the discrete t ime series, we devoted  
par t icu la r  care to the choice of  the pa ramete rs ,  wi thout  relying on too  
opt imist ic  es t imat ions .  The current  s tudy indicates  tha t  most  cases (20/27) 
were charac te r ized  by a white-noise dynamic  behavior .  Such white-noise 
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dynamics was further confirmed by application of the method to a series of 
surrogate data. In the remaining experimental cases (7/27) a deterministic 
structure was observed. The embedding space, and therefore the attractor, 
were characterized by a low dimension ranging from 2 to 6. We refer to 
ref. 5 for complete details. 

2. E X P E R I M E N T A L  D A T A  

The data set included 27 single-unit spike trains, recorded with an 
accuracy of 1 msec, in the substantia nigra pars reticulata ( n =  13) and 
auditory thalamus (n = 14) of five anesthetized young adult Long-Evans 
ratsJ TM The recordings were performed using extracellular microelectrodes 
with an impedence in the range 0.5-2 Ms at a frequency of 1 kHz. The 
same microelectrode can record up to four distinct single units (we refer to 
ref. 12 for complete details). The data were collected during spontaneous 
activity (i.e., without external stimulation) and acoustically evoked stimula- 
tion (i.e., binaural white-noise bursts lasting 200msec at 20dB above 
threshold). In order to avoid spurious detection of chaotic dynamics in the 
experimental data, we tested our analysis on surrogate data, as suggested 
in ref. 9. More specifically, we analyzed seven simulated data sets produced 
according to ref. 1. The simulations corresponded to 200 sec of simulated 
time with ten simultaneous spike trains for each computer-generated file. 
Two data sets were realizations of independent and stationary Poisson pro- 
cesses at different firing rates, while two more data sets were derived from 
nonstationary Poisson processes. The last three cases were realizations of 
correlated and nonstationary Poisson processes at different firing rates and 
different rates of fluctuation. 

The time series is defined by the time intervals between two successive 
spikes, say {x I ..... xK} ~ Z  K (where K is the total number of recordings). 
We analyzed these time series using techniques of dynamical system theory. 

3. DATA A N A L Y S I S  

Several mathematical algorithms have been developed to investigate 
the phase-space structure associated with experimental dataJ 6" 7. ,01 One of 
the most widely accepted methods is due to Grassberger and Procaccia, ~71 
which allows one to determine the dimension of the embedding 
phase space as well as the existence of an attractor. We briefly review their 
technique. 

Let {x~ ..... xK} be the experimental time series; in a d-dimensional 
embedding space we define delay coordinates by setting 
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Yl = (Xl ,..., Xd) 

Y2 = (X2 ..... xa+l) 
(l) 

YN ~ (XN . . . . .  XK) 

where N =  K - d +  1. The embedding space is therefore the set of points 
{ yj e Za}j= 1..... N. For a positive r > 0, let nj(r; d) be the number of points 
whose distance from yj is less than r. Denoting by O the Heaviside func- 
tion, one has 

N 

nj(r; d) = ~ O ( r -  [Yi-  Yjld) (2) 
i= l , i~ j  

where l" I d is the standard Euclidean norm in R a. An average of the above 
quantities is provided by the correlation integral, defined as 

CN, a(r) =-~_ ny(r; d) 
j = l  

(3) 

Grassberger and Procaccia showed that in the limit of small r, CN, a(r) 
scales as r ~, where 5 is the so-called correlation dimension, which measures 
the size of the attractor. More precisely, 

6--- lim lim dlog CN.a(r) (4) 
,--o N~ crj d l o g r  

In practical applications, in order to determine the correlation dimen- 
sion, we plot the graph of log CN.a(r) vs. log r, for several values of d and 
large values of r. If the phase space has a deterministic structure, the slope 
of the above curves becomes nearly constant as the embedding dimension 
is varied, determining the value of the correlation dimension. A white-noise 
signal can be recognized by a linear increase of the slope with d. 

The slope of the curves has to be determined in a particular region, 
usually called the scaling region. More precisely, for small values of r, say 
r <  ro, few f0oints fall in a neighborhood of radius r and the curve 
log CN, a(r) vs. log r is very irregular. On the other hand, for big values, say 
r > r ~ ,  the curve tends to flatten. Therefore the slope of the curve can be 
computed in the scaling region (ro, rl). 

A local singular value decomposition (SVD) 13) can be applied to lessen 
the experimental noise. In the d-dimensional embedding space, let 
y(11 0 ..... y(0 u') (for some N,. > 0) be arbitrary local centers. For each of these 
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centers, we determine the v closest points, say (y l~  ..... y~l) ,  such that the 
union of  the sets { ),~o ~,  y~'~ ..... y~,,~}, ~ = 1 ..... N,., is a pairwise disjoint cover- 
ing of  the original data  set. We decompose each of  the (v + 1 ) • d matrices 

a s  

= ( Y o  - I  . . . y , ,  ) ,  ~ = 1  ..... N,. (5) 

q ' t , +  I ) x d  = ""  ( v +  I ) x d  " " J d x d  " ( V d x d /  (6) 

where W I~1, V I~1 are or thogonal  matrices and S ~ is diagonal  with entries 
given by the singular values { ~.'~} associated to E c~. If  some of  these values 
are dominant ,  the projection of  the phase space on the corresponding 
directions provides the essential information on the dynamical  structure. 
A spat iotemporal  measure is provided by the ent ropy a, which can be 
computed  in terms of  the correlation function as 

CA,,,Ar) 
a - a(d, r) ~ log (7) 

CN,  d + I ( / ' )  

in the limit of  large embedding dimensions and for different values of  r. It 
can be shown that the ent ropy is less than or  equal to the sum of the 
positive Lyapunov  exponents. 

4. R E S U L T S  A N D  C O N C L U S I O N S  

We found evidence of  the existence of  chaotic at tractors  in 7 out of  27 
cases. The deterministic samples contained on the average 1458 events and 
a min imum of 854 events. Four  cases were found during spontaneous  
activity (two for each investigated region). The remaining three cases were 
observed during the acoustically evoked condit ion in the audi tory 
thalamus. In all cases the embedding dimension ranged between 2 and 6, 
while the correlation dimension varied between 0.14 and 3,3. The entropy 
was estimated between 0.40 and 1.25. 

Fig. 1. (a) Simulated data: no chaotic dynamics. (b) A stochastic sample recorded in the 
substantia nigra pars reticulata during spontaneous activity: no chaotic dynamics. (c} A deter- 
ministic sample recorded in the auditory thalanlus during spontaneous activity. The dynami- 
cal system is characterized by an embedding space of dimension three and a chaotic attractor 
of dimension 1.8. Note that the SVD plot is performed for an embedding dimension d= 3. The 
correlation integrals are computed for embedding dimensions d= 1 to d= 8. The entropy is 
computed for r=50, 60, 100, 160, 240, 340. 
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We report in Fig. 1 the return map, the result of the application of the 
local singular value decomposition, the computation of the correlation 
integral, and the estimate of the entropy for three samples. Figure la refers 
to a surrogate data set, obtained according to ref. 1 and containing 1028 
points. All 70 simulated spike trains showed the same dynamics as Fig. la. 
The random behavior is indicated by the linear increase of the slopes of the 
correlation integral functions. A similar random dynamical process is 
shown in Fig. lb, which reports the analysis of a sample (containing 2003 
points) recorded in the substantia nigra pars reticulata during spontaneous 
activity. An example of a deterministic sample is provided in Fig. l c, 
related to a time series containing 1027 events recorded in the auditory 
thalamus during spontaneous activity. The convergence of the slopes of 
log CN, a(r) versus log r suggests the existence of a chaotic attractor with 
correlation dimension 1.8 in a three-dimensional embedding space. In this 
case the entropy seems to converge around the value a = 0.50. Note that 
SVD plots may be confusing and would lead to misinterpretations if no 
other tests for nonlinearity are performed. 

This study has provided the first evidences of low-dimensional chaotic 
behavior in single unit spike trains. This suggests that it may exist in a 
number of neuronal networks, each one being potentially described by a set 
of differential equations, which may interact at the level of selected single 
units. Therefore, the analysis of chaotic attractors might provide a new 
measure of the level of interacting networks at different conditions, encom- 
passing also clinical and pharmacological manipulations. In addition, it 
may provide a tool to compare the activity across regions recorded in the 
same condition. Time-related neuronal coding has recently been a matter of 
interest, especially at the level of the cerebral cortex/2"~ It is certainly 
necessary to extend our analysis to such brain regions in order to determine if 
chaotic dynamics may coexist with precise timed structures in the spike trains. 
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